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Abstract

Gravimetric measurement of particulate matter (PM) concentrations in ambient environments is the basis
for regulation of PM fractions (i.e. PM;y and PM,;) under the Federal Clean Air Act. While the
measurement is straight forward, inherent elements of uncertainty enter the analysis, resulting in much
larger uncertainty in the concentration calculation. This paper discusses the importance of uncertainty
approximation and analyzes the uncertainty inherent in a gravimetric PM concentration measurement.
Utilizing a first order Taylor Series approximation and analytical derivatives, the overall system
uncertainty is computed. Additionally, this paper uses a sensitivity analysis of the contributing
uncertainty elements in order to identify the most critical measurements and their implications on the
calibration, operation, and design of PM samplers.

Introduction

Gravimetric measurement of particulate matter (PM) concentration in ambient environments is the basis
for regulation of PM fractions (i.e. PM;y and PM, 5) under the Federal Clean Air Act. In cotton ginning,
particulate matter (PM) is considered the primary emitted air pollutant. In general, PM emissions from
gins processing picker-harvested cotton are typically less than those of gins processing stripper-harvested
cotton, and the PM emissions from the ginning of the first harvest of cotton are generally less than the
PM emissions from later harvests (U.S. EPA, 1995). Additionally, data shows that approximately 37%
of the total PM emitted from cotton ginning (following PM control systems) is PM;,, which describes
particulate matter with an aerodynamic equivalent diameter less than or equal to 10 pm (U.S. EPA, 1995).
However, we know that assuming a lognormal particle size distribution of the PM in the air with a typical
cotton gin dust mass median diameter of 20 um and GSD of 2.0, the mass of PM;, on the filter equals
approximately 16% of the total suspended particulate matter measured (Wang, 2000).

While these PM measurements are straight forward, numerous elements of uncertainty can enter the
analysis, resulting in much larger uncertainty in the concentration calculation. This discussion covers the
incorporation of uncertainty analysis in gravimetric measurement of particulate matter.

A measurement of a variable can only provide a deterministic estimate of the quantity being measured;
thus, it can only be considered complete when supplemented by a quantitative statement of the
inaccuracies surrounding the measurement. Therefore, proper experimental planning and design requires
an understanding of the errors inherent in these measurements so that the experimenter can have some
degree of certainty in the final measurements and calculations.

Uncertainty can be defined as the statistical representation of the reliability associated with a specific set
of measurements (Yegnan et al., 2002). Uncertainty can also be described as the possible set of values on
a given measurement and can be considered a statistical variable (Kline, 1985). The term error takes on a
slightly different definition. The total error, 9, is the difference between the measured value and the true
value of the quantity being measured. It can also be thought of as the sum of the systematic error and the
random error, d = P + g, where P is the systematic error and € is the random error (ANSI/ASME, 1998).
This is illustrated by Figure 1.

Systematic error, B, also known as fixed error or bias, is defined as the constant element of the total error,
9; therefore, this error value remains constant for each measurement. Random error, €, also known as
repeatability error or precision error, is the random error element of the total error, thus each



measurement takes on a different value for this part of the total error measurement (ANSI/ASME, 1998).
Thus, the term error refers to a fixed quantity, and it cannot be considered a statistical variable.

Many of the current methods of estimating the uncertainty surrounding experimental results are based
upon an analysis by Kline and McClintock (1953). With the goal in mind of determining the effects of
each potential measurement error, they proposed a process which considers the impact of these individual
uncertainties, commonly referred to as the propagation of uncertainty (Kline and McClintock, 1953).
This process involves a Taylor series approximation to estimate the uncertainty in various circumstances.

Objectives

The objectives of this uncertainty analysis are:

1. To determine the uncertainty surrounding the gravimetric particulate matter (PM) concentration
using a first-order Taylor series approximation method.

2. To identify the most critical measurements and their implications on the calibration, operation, and
design of PM samplers using a sensitivity analysis.

Methodology

The impact of the individual uncertainties of each primary measurement in an experiment on the total
systematic uncertainty of the experiment must be approximated. This idea is commonly referred to as the
law of propagation of uncertainty (ISO, 1995). The uncertainties from the individual independent
variables propagate through a data reduction equation into a resulting overall measurement of uncertainty
as demonstrated in Figure 2 (Coleman & Steele, 1999).

Primary Systematic Uncertainty Determination

Manufacturers specify the accuracy of their respective measurement instrument, and this information is
used in this analysis as the value for the systematic uncertainty of the measuring device. This accuracy
specification takes into account various factors such as linearity, gain, and zero errors (Coleman & Steele,
1999). All of the uncertainty values used in this discussion except for that of the pressure drop across the
orifice meter (AP,) were obtained from the specifications on the manufacturers’ data sheets. The
uncertainty value given by the manufacturer must include any sensor or transducer bias in the system. In
the case of the AP, reading from the Hobo instrument, the bias in both the pressure transducer and the
Hobo data logger must be accounted for.

Uncertainty Propagation Calculation

With the individual systematic uncertainties now determined, the propagated systematic uncertainty can
be calculated. Assuming that all individual uncertainties are at the same confidence level (95%
confidence interval or 20:1 odds in this instance), let ¥ be a function of independent variables x;, x5, x3,...,
x,. Therefore, the data reduction equation for determining Y from each x; is

Y:Y(xl,xz,...,xn) 11,

Furthermore, let @ be defined as the systematic uncertainty in the result and w,, w,, ... , @, as the
systematic uncertainties in each of the above independent variables. Given the same confidence interval
on each of the independent (uncorrelated) variables, the resulting systematic uncertainty of Y, wy, can be
calculated as the positive square root of the estimated variance, a)yz, from the following equation
(Holman, 2001)

[ 2
Wy =4/ Wy 21,



where the variance, a)y2, is calculated by
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where 0, the sensitivity coefficient, is defined as

Gravimetric Sampling Governing Equations

The concentration of particulate matter (PM) in the air can be measure by gravimetric means, where the
PM in the air is captured on a filter and then weighed. The particulate matter concentration is a function
of the mass of PM collected in a known volume of air as indicated in equation 6 below.

4 6],

where C is the concentration, W is the mass of PM;, collected on the filter, and V is the total volume of
air through the system during the entire time of sampling. Both W and V are calculated quantities from
other measurements. Therefore, these quantities must be reduced to basic measurements as seen in
Figure 3.

First, the mass on the filter, W, is necessary. Assuming a lognormal particle size distribution of the PM
in the air with a typical cotton gin dust mass median diameter of 20 um and GSD of 2.0, the mass of PM,
on the filter equals approximately 16% of the total suspended particulate matter measured (Wang, 2000).
Therefore, the mass of PM;, on the filter is calculated by equation 7.

W=0.16* (Wi~ W) (71,

where Wy is the weight of the filter and PM after the sampling period and W; is the weight of the bare
filter before the sampling period. These filters are weighed three times before and after sampling under
controlled environmental conditions (relative humidity and temperature has an impact on the accuracy),
and the mean of each of these three measurements is used. Both Wy and W; are primary measured
quantities, so no further reduction is necessary.

The total volume of air in ft*, V, used during the sampling time is determined by equation 8.

— sk
V=0%0 8],

where Q is the volumetric flow rate in cfm and 0 is the elapsed time of the test in minutes. The elapsed
time of the test, 6, is a measured quantity; however, Q is not. So, Q must be evaluated further. Each
gravimetric sampler uses a fan or pump to draw air downward through the filter. The fan/pump setup
includes an orifice meter in the line to the sampler in order to calculate the volumetric flow rate of air
through the tube. The volumetric flow rate in cfm, Q, is calculated from the pressure drop across an



orifice meter as in the following equation, which is derived from Bernoulli’s equation (Sorenson and
Parnell, 1991).

0=5976*k*(D, ) * AR,

Pa [9],

where k is a calibration constant for the orifice meter, AP, is the measured pressure drop across the orifice
meter in inches of water using a transducer output to a data logger to record the instantaneous pressure
drop across the orifice meter, p, is the mean air density in Ibs*ft”, and D, is the diameter of the orifice in
inches determined by the end mill specifications. For field sampling measurements, the gas used is air
where the air density in lbs*ft” can be estimated by equation 10 (Cooper and Alley, 1994).

P —RH*P, RH*P,
Pa= +
{0.37*(460+T)} [0.596*(460+T)}

[10],

where P; is the saturated vapor pressure in Ibs*in™ at T (Engineering Toolbox, 2003), T is the dry bulb
temperature of the air in degrees Fahrenheit, and RH is the relative humidity fraction of the air. In three
of the four examples that follow, the value of k is determined against a laminar flow element (LFE) of
greater precision and accuracy than the orifice meter, where the value of k is given by equation 11.

k — QLFE

5.976*(D, )’ *\/APC
Pe [11],

where Qg is the flow given by the LFE (ft3*min'1), p. is the density of the air during calibration
(Ibs*ft™), and AP, is the pressure drop across the orifice meter during calibration in inches of water. In
the low volume example, the reading from a mass flow meter (Qmassfiowmeter) 18 Used in lieu of Qrpg in
equation 11 (to determine the k value). The density of the air during calibration, p., is calculated using
the same equation as p,, (refer to equation 10).

Results and Discussion

Sensitivity Coefficient Determination

In order to evaluate the effect of each primary measurement on the final concentration measurement, the
sensitivity must be calculated with respect to each of these primary measurements. The sensitivity
coefficient for each element of gravimetric sampling system is based on equation 5. In order to determine
the sensitivity coefficients, the systematic uncertainty of each instrument is necessary. Table 1 specifies
the instruments used for each measurement as well as the related systematic uncertainty as provided in
the manufacturer’s specifications. These uncertainty values are assumed to be at a 95% confidence
interval (2 standard deviations from the mean, also referred to as 20:1 odds). Literature identifies this as
a Type B analysis in which the evaluation of systematic uncertainty is based upon scientific judgment and
manufacturers’ specifications (NIST, 1994).

With this systematic uncertainty information, the sensitivity coefficient for each variable in equations 6-
11 is determined using partial differential equations (as described by equation 5). These partial

differentials can be found in Appendix A.

Sensitivity & Uncertainty Analysis

To determine the most sensitive input parameters with respect to the output particulate matter
concentration, a sensitivity analysis must be performed on the uncorrelated primary measurements



(Yegnan et al, 2002). The information obtained from the sensitivity analysis is used to obtain the
uncertainty in the particulate matter concentration calculation. Additionally, this information helps the
experimenter identify the most influential sources of uncertainty. This proves to be important when the
amount of uncertainty in the final computation needs to be reduced by identifying these influential
sources of uncertainty.

This analysis evaluates the PMj, concentrations in four situations: the high volume sampling technique
(Q ~ 50 cfm, which is the midpoint of the U.S. EPA defined appropriate operating flow rates; Q ~ 39 cfm
and Q ~ 60 cfm, which are the upper and lower limit flow rates as defined by the U.S. EPA) and low
volume sampling technique (Q ~ 0.6 ¢cfm ~ 1 m*/min) used by the Texas A&M Center for Agricultural
Air Quality Engineering & Science (CAAQES). It is important to note that the sampling instrumentation
used by CAAQES has less uncertainty and variability associated with each piece of instrumentation than
the approved EPA sampling instrumentation.

Each portion of Table 2 is a summary of the sensitivity of each independent parameter contributing to the
final particulate matter concentration. This information is derived from a model in Microsoft Excel as
provided in Appendix B. Using the process defined in the methods section, the sensitivities of each of the
parameters are calculated based on equation 5. The uncertainty of each secondary measurement (the
propagation of the primary measurements) is determined by the process as described in equations 3 and 4.
These secondary uncertainties include not only the uncertainty in the concentration measurement (oc) but
also the uncertainty in the mass on the filter (ow), the volume of air (oy), the volumetric flow rate of air
(wq), the density of the air during the sampling period (®,,), the density of the air during the orifice meter
calibration (®,.) and the k value across the orifice meter (wy). Ultimately, the model calculates the
amount of impact of each parameter on the total uncertainty in the final concentration calculation. It is
important to note that simply adding up the impact of each parameter on the final uncertainty will yield a
value much larger than 100%. However, if the parameters representing the primary measurements are
summed (AP,, Ty, P,, RH,, Pga, Qrrg, Do, AP, T, P, RH,, Pgy), then the Percentage of Total Uncertainty
results in 100% of the total uncertainty.

The following scenario evaluations are included in Tables 2 and 3 (with the calculations included in
Figures 4 — 7):

e TAMU Gravimetric Sampling — Q ~ 0.6 c¢fm (1 m*/hr)

e TAMU Gravimetric Sampling — Q ~ 39 cfm

e TAMU Gravimetric Sampling — Q ~ 50 cfm

e TAMU Gravimetric Sampling — Q ~ 60 cfm

Table 3 displays the overall concentration uncertainty for each of the scenarios, while Table 2 breaks
down the uncertainty into the contribution of each measurement to the total uncertainty.

In all four scenarios, it’s important to note that the leading contributor to the uncertainty in the final
concentration calculation is the pressure drop across the orifice meter. If we are to seek a higher degree
of certainty in our final concentration calculation, then the optimal decision would be to decrease the
uncertainty in the pressure drop across the orifice meter measurement.

Conclusions

A measurement of a variable can only provide a deterministic estimate of the quantity being measured;
thus, it can only be considered complete when supplemented by a quantitative statement of the
inaccuracies surrounding the measurement. Thus, it is extremely important that all scientific
measurements and calculations include a statement of uncertainty. This analysis uses a first order Taylor
Series approximation to determine the total uncertainty surrounding the PM concentration for four
gravimetric sampling scenarios.

In addition to determining the total uncertainty, the most critical measurements in gravimetric sampling
of PM are identified using a sensitivity analysis. In evaluating the uncertainty surrounding each
measurement and the impact on the total uncertainty in the final calculation, it is notable that the pressure



drop across the orifice meter during the test as well as during calibration accounts for approximately 60%
- 80% of the total uncertainty in each of the four examples. With this knowledge, the experimenter has
identified the optimal part of the measurement process to focus on to effectively reduce the total
uncertainty in the experiment, if desired.

Thus, this analysis has provided a systematic method of determining which instruments in the process
need to be improved on in terms of reducing overall uncertainty by using a Taylor Series approximation
approach based off of the pioneering research by Kline and McClintock in 1953. An uncertainty analysis
should be included in every single experimental procedure!
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Tables

Table 1. Instrument Specification

Parameter Instrument Systema.t ¢
Uncertainty
W W, Sartortius SC2 (low volume) 1 * 10’471 g
N Mettler Toledo AG balance (high volume) 2*107 g
O (Time) HOBO data logger 0.20 min
AP Omega PX274 Pressure Transducer 0.075
’ + HOBO cord 0.1mA+3%
D, End Mill Specs 0.025 in
T, HOBO Weather Station Temperature/RH Smart Sensor 0.8 °F
P, HOBO Weather Station Barometric Pressure Smart Sensor 1%
RH, HOBO Weather Station Temperature/RH Smart Sensor 3%
Pgata Steam Tables 0.0001 psia
Qunassflowmeter Aalborg GFC17 Mass Flowmeter 1.5 % FS
QLre Meriam Instruments Model 50MC2-2 0.344 cfm
AP, Digital Manometer — Dwyer Series 475 Mark 111 0.5 % FS
T, Davis Perception II 1 °F
P, Davis Perception 11 1 %
RH, Davis Perception 11 5%
P Steam Tables 0.0001 psia




Table 2. Gravimetric Sampler Sensitivity Analysis for Uncertainty Propagation

parameter Units TAMU High Volume TAMU Low Volume EP}‘;g];l"{,Vslruﬁ?“ Epéglpgﬁfuﬁg‘“
Nominal Uncertainty % of Tofal Nominal Uncertainty % of To‘tal Nominal Uncertainty % of To‘tal Nominal Uncertainty % of Tofal
Value Uncertainty Value Uncertainty Value Uncertainty  Value Uncertainty
2 We G 9.1 2.00E-04 1.663% 10.3013 1.00E-07  0.0016% 9.786 2.00E-04 1.431% 9.832 2.00E-04  1.655%
= W; G 9.7 2.00E-04 1.663% 10.3 1.00E-07  0.0016% 9.7 2.00E-04  1.431% 9.7 2.00E-04  1.655%
g 6(Time) Min 180 0.20000 0.016% 180 0.20000 0.0088% 180 0.20000 0.0084% 180 0.20000 0.023%
=
E Q Cfm 50.00 4.33220 96.66% 0.589  0.06977 99.99% 39.00 4.66991 97.13% 60.00 4.34247 96.67%
AP, inof HbO 1.5493  0.2260 68.50% 1.074  0.2118 69.2% 0.9426  0.2078 82.31% 2.2310  0.2465 56.30%
© p Lbs/ft 0.07213 0.000736 0.335% 0.07213 0.000736  0.185% 0.07213 0.000736  0.176% 0.07213 0.000736  0.480%
k 0.80235 0.037300 27.83% 0.72620 0.04761 30.62% 0.80235 0.03730 14.64% 0.80235 0.037300  39.88%
T, °F 85 0.8 0.0069% 85 0.8 0.004% 85 0.8 0.0036% 85 0.8 0.0099%
< Pa Psia 14.676  0.14676 0.3277% 14.676  0.14676 0.181% 14.676  0.14676 0.172% 14.676  0.14676 0.4697%
< RH, 0.58 0.0174 0.0002% 0.58 0.0174 0.0001% 0.58 0.0174 0.0001% 0.58 0.0174 0.0003%
Piata Psia 0.5961 0.0001 0.000% 0.5961 0.0001 0.000% 0.5961 0.0001 0.000% 0.5961 0.0001 0.000%
Qure/
Qumassflow Cfm 50 0.344 0.6095% 0.5 0.00795 1.801% 50 0.344 0.321% 50 0.344 0.8735%
AP, inof HO 1.6 0.1 12.57% 0.8 0.1 27.82% 1.6 0.1 6.616% 1.6 0.1 18.022%
D, inches 1.5 0.025 14.31% 0.1875 0.001 0.810% 1.5 0.025 7.527% 1.5 0.025 20.505%
pe Lbs/ft 007449 0.000762  0.337% _ 0.07449 0.000762  0.186% 0.07449 0.000762 _ 0.177% 0.07449 0.000762 _ 0.4824%
T, °F 70 1 0.0115% 70 1 0.0063% 70 1 0.006% 70 1 0.0164%
. P Psia 14.676  0.14676 0.325% 14.676  0.14676 0.1797% 14.676  0.14676 0.171% 14.676  0.14676 0.4657%
< RH, 0.5 0.025 0.0002% 0.5 0.025 0.0001% 0.5 0.025 0.0001% 0.5 0.025 0.0003%

Paate psia 0.36292 0.0001 0.000% 0.36292 0.0001 0.000% 0.36292 0.0001 0.000% 0.36292 0.0001 0.000%




Table 3. Total Uncertainty for Gravimetric Sampling Under Normal Conditions

Concentration (pg/m3) Uncertainty (pg/m3) Uncertainty (%)
TAMU — 1 m*/hr 69.31 8.21 11.85
TAMU - 39 cfm 69.22 8.41 12.15
TAMU - 50 cfm 69.06 6.09 8.81
TAMU — 60 cfim 69.06 5.08 7.36
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Figure 4. TAMU — 50 cfm — Uncertainty Analysis
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Figure 5. TAMU — 1 m*/hr — Uncertainty Analysis
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Figure 6. TAMU — 39 cfm — Uncertainty Analysis
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Figure 7. TAMU — 60 cfm — Uncertainty Analysis



Appendix A
Sensitivity Coefficient Determination

/4 .
C= 7 (refer to equation 6)
o _1
ow vV
x__w
oV V?
W =W,—W, (refer to equation 7)
W o_,
oW,
w4
oW,
V =0*0 (refer to equation 8)
Y _o
2
W _
1e.0)
Q=5.976*k*(D0)2* AL, (refer to equation 9)
P
@=5.976*(DO)2* Ak,
ok P
LY =11.952*k*(D,)* Ak,
62)0 pa
e =2.988%k*(D, )’ * !
OAF, AR * p,
§=—2.988*k*(1)0)2* AP°3
P, (p.)
FL-RHTE |, RH™ P, (refer to equation 10)
= reier to equation
Pe 0.37*(460+T)| | 0.596*(460+T) k
S, _ P, *[1 _1}
SRH, 460+T, |0.596 0.37
Sp, _ RH, { 1 _1}
SP,  460+T, |0.596 0.37
op, 1

&P, 037*(460+T)



5pa: 1 *{_Pa +RH * *I:
ST, (460+7,) 037 ™
QLFE
5.976*(D, ) * AR,

c

(refer to equation 11)

K _ 1
Xure 5.976*(D, ) * AL,
p.
ok — —2%0y g
%o 5.976%(D, ) * |
P,
ok _ _%*QLFE
SAP. 3
© 5.976%(D, ) * AR,
p.
ok %*QLFE

AP, 5.976*(D, } *JAP. * p,

1 1

0.37 0.596

I



